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• Given x, x′, evaluating pθ(x) or pθ(x′) requires Zθ.

• However, their ratio does not depend on Zθ:

pθ(x)

pθ(x′)
= exp (fθ(x)− fθ(x

′)) .

• This means we can easily check which one is more likely. Applications include:

1. Anomaly Detection.
2. Denoising.
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Example: Ising Model Lecture #11
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Example: Product of Experts Lecture #11
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Example: Deep Boltzmann Machines 
(DBMs)
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Example: Deep Boltzmann Machines 
(DBMs)
Stacked RBMs are one of the first deep generative models:

• Bottom layer variables v are pixel values. Layers above (h)
represent “higher level” features (e.g., corners, edges, etc.)

• Early deep neural networks for supervised learning had to
be pre-trained like this to make them work.

• Very similar to deep belief networks (one of the first deep
learning models with an effective training algorithm).
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Deep Boltzmann Machines: Samples Lecture #11
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EBMs: Learning and Inference Lecture #11



Computing the Normalization 
Constant is Hard
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Computing the Normalization 
Constant is Hard
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Training Intuition Lecture #11
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1. Probabilistic Machine Learning: Advanced Topics (Chapter 23)
Kevin P Murphy, The MIT Press (2023)

2. How to Train Your Energy-Based Models
https://arxiv.org/pdf/2101.03288.pdf

3. https://github.com/yataobian/awesome-ebm

4. Statistical exponential families: A digest with flash cards, Nielsen & Gar-
cia, https://arxiv.org/pdf/0911.4863.pdf
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