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Probability one (alive or not) has bitcoins

P(B) 
Prior



Probability one (alive or not) has bitcoins 

in 2025

P(B|Y=2025) 
Posterior



P(A): Cloudy
P(B): Raining 

P(B|A): Raining given day is cloudy
P(A|B): Cloudy given it is raining



P(A): Cloudy
P(B): Raining 

P(B|A): Raining given day is cloudy
P(A|B): Cloudy given it is raining

https://www.youtube.com/watch?v=cqTwHnNbc8g
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Gaussian Naive Bayes is a machine learning classification technique 

based on a probablistic approach that assumes each class follows a 

normal distribution. 

It assumes each parameter has an independent capacity of predicting 

the output variable.
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