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Eicaywyn

O Truprjvag Tou AeImoupyikoU GUOTAMOTOG Linux TTepIEXEl évav XPOVOTTPOYPAUUATIOTH
(Scheduler) o otroiog ammogacilel TTola Ba gival n €TTOPEVN dlEpyadia n oTToia Ba eKTEAEOTEI GTOV
emeepyaoTn Tou utroAoyioTr) (CPU). O xpovoTrpoypauuaTioThG TTaipvel aTToQAcEIS CUNQWVA JE
TNV TIOAITIKN XpovotrpoypaupaTtiopou (Scheduling Policy) n otmoia fonBdesl otnv amodoTik
XPNon Tou EeTeEEPYOOTH. TNV AOKNOn autl Ba  UAOTTOINCETE  pIa  véa  TTONITIKA
XPOVOTTPOYPAUMATIONOU WG HEPOG TOU AEITOUPYIKOU cuoTAuaTtog Linux.

Least Tolerance First

2Tnv AokKnon autr oag ¢nTeital va UAOTTOINOETE TOV AAYOPIBUO XPOVOTTPOYPAUMATIOHOU
“Least Tolerance First” (LTF). ZUup@wva pe Tov aAyoépiBuo, kaBe digpyacia opeilel va dnAwWaoel
Tola eival n TTpoBeopia D (deadline) péoa otnv omoio B€AEl va €xel oAokANpwoOEi, KabBwg Kai
TTOI0G €ival O EKTIHWUEVOG Xpovog ekTéAeons TG E (estimated execution time). O aAydpiBuog
“Least Tolerance First” divel Suvapika TTpoTepaIOTNTA O€ dlEpyaacicg avaloya Pe Tov Xpodvo Trou
OTTOMEVEI HEXPI TNV TTPOBECHIa KAl TTOO0G XPOVOG EKTEAECNG QTTOUEVEI OTNV DIEPYATIa.

2UPowva pe Tov aAyopiBuo Least Tolerance First, n kdBe diepyacia xapaktnpidetal atmro

pia iy T (tolerance) n omoia opicel TToia digpyacia Ba exTeAeoTei TpwTN. H TR T opileTtan wg

D — Current Time
T = — ——
Remaining Execution Time

omou D c¢ival n tpoBeopia Tng digpyaoiag, Current Time eival o

TPEXWVY XPOVOG Tou CUOTAPATOG Kal Remaining Execution Time €ival o UTTOAOYIOTIKOG XPOVOG
Tou artrouével otn digpyacia va ekTeAéoel. O alyépiBuog Least Tolerance First emAéyel va
eKTEAEOEI TTAVTA TNV dlEpyacia he TNV PIKPOTEPN TIWA T.

2€ KAOe amoéQacn XPOVOTTPOYPOUUATIONOU O XPOVOTTPOYPAUMOTIOTAG UTToAoyilel Tnv
TIUA T yia OAeg TIG dlgpyadieg TTou £xouv dNAWOEI TTPOBECUIA KOl XPOVO EKTEAEONG KAl ETTIAEYEI
TNV digpyacia pe TNV HIKPOTEPN TIMA T yia va ekteAeoTei. Mikpr) TipR T onuaivel 611 n digpyaoia
givail o Kpioiun yiati TTANo1Ggel N TTpoBecpia TNG oTTéTE TTPETTEI VO EKTEAEOTET Gueoa.



O aAy6piBuog Least Tolerance First gival utreUBuvog Kal yia ToV XpOVO €KTEAEONG TNG
Ka0Oe diepyaciag. Otav o aAyopIiBuog £xel EMTPEWEI O€ PIa DIEPYOCTia va EKTEAETTEI yia TOV XPOVO
TTou ekeivn dAwoe, TOTE 0 aAyOPIBUOG oPeilel va TepuaTiosl (OKOTWOEI) TNV dlEpyacdia Kal va
TUTTWOEI TO KATAAANAO pAvupa. Edv pia digpyacia dev KATaQEPEl va EKTEAECTE yia OAO TOV XpOVO
EKTEAEONG TTOU €xel dnNAwoel apxik& kai Tepdoel n TpoBeopia Tou gixe OnAwael, TOTE O
XPOVOTTPOYPANPATIOTAG Ba TTPETTEl va TNV TEPUATICEl KAl vA TUTTWVEI TO KATAAANAO prvupa.
TéAog, 0 aAyopiBuog eival preemptive. Auté onuaivel 6T €av UTTAPYXEl PIa DIEPYATia TTOU €XEI
MEYaAUTEPN TTpoTEPAIOTATA CUPQWva deE Tnv TIOMITIK) Least Tolerance First, 161€¢ ©
XPOVOTTPOYPaUMAaTIOTHG Ba dlakOwel TNV Tpéxouoa diepyaacia Kal Ba TNV avTIKATAOTATEl JE AUTAV
ME TNV PEYaAUTEPN TTPOTEPAIOTNTA.

Mapadeiypa EKTéAeong

‘EoTw duo dlogpopeTikéG diepyacniag P, kail P,. H digpyacia P, dnAwvel xpdvo ektéAeong 5s kai
mpoBeopia 10s. H digpyacia P, dnAwvel Xpdvo ekTéAeong 4s kal TTpoBeopia 11s. Oswpoupue 6T
Kal o1 dU0o dlEpyaaieg CeKIVOUV TNV EKTEAECT TOUG TAUTOXPOVA TNV XPOVIKH OTIYUA 0S. ZUVETTWG, O
XPOVOTTPOYPANMATIOTHG Ba TTPETTEI TWPA VA aTToPacicel TTola dlEpyacia Ba eKTEAEOTEI.

1. Tnv xpovikn oTiypr t=0
10-0

o Hodiepyaoia Py éxel T = —— = 2

-0

o Hdiepyaocia P, éxel T = HT = 2.75

2. O XpovoTTpoypauuaTIoOTAG atro@acilel T n digpyaoia P, £xel peyaAUTEPN TTPOTEPAIOTNTA
oTTéTE Ba TNV ETTIAEEEN VIO EKTEAEDT.
3. Tnv xpovikn oTiyun t=1
o Hdiepyaocia P, éxal T = % = 2.25
—1

o H diepyaocia P, éxel T = “T = 2.5

4. O xpovotrpoypauuaTioTAg amo@aocifel o1t n digpyacia P1 efakolouBei va €xel
MEYOAUTEPN TTPOTEPAIOTNTA OTTOTE B CUVEXIOEI TNV EKTENECN TNG.

5. Tnv xpovikA oTiyun t=2

o H diepyacia P, éxel T = 103_2 = 2.666
o Hdepyacia P, éxel T = ”f;z = 2.3

6. O xpovoTTpoypauuaTIOTAG atmmo@aailel TTwg n diepyacia P, £xel Twpa ekeivn yeyaAlTtepn
TTPOTEPAIGTNTA OTTOTE TTPETTEI VA TTAPEI XPOVO OTOV ETTECEPYATTH. ZUVETTWG, DIAKOTITEl TNV
olepyaaia P4 kal Tnv avTikaBioTd ue Thv P..

H ektéAeon Twv dlepyaciwv ouveyifel oUP@wva HPE TOUG KavOoveg Tou aAyopiBuou Least
Tolerance First péxpi va pnv uttdpyel GAAn diepyacia TTOU va PTTOPED va EKTEAEOTEI (€iTE €TTEION
OAOKARPWOE TOV XPOVO EKTEAEONG TNG €iTE €TTEION TTEPACE N TTPOBETHia TNG).



TpoTtroTroINoEI§ OTOV TTUPRVA ToU Linux

MNa Tnv doknon autr, Ba XpnolJoToINoeTeE Tov KWOIKA TG doknong 3 wg Baon.
EmmAéov, Ba xpnoiyotroioete tov emulator QEMU kaBwg kai 10 virtual disk image Trou
xpnoigotroinoate otnv doknon 3. Odnyieg OXETIKA Pe TNV YETAYAWTTION Tou Linux Kernel kai Tnv
xpnon Tou virtual disk image PTTOpEiTE Va PPEITE OTNV EKPWVNON TNG TTPONYOUUEVNG GOKNONG.

MNa tnv doknon auth xpelddetal va TPOTTOTTOINCETE TOV TTUPAVA TOU AEITOUPYIKOU
OUCTAPOTOG KAl VO UAOTTOINOETE TNV VvEA TTOAITIKA XPOVOTTpOypauuaTiopou. MNa Tnv owoTh
AeIToupyia TNG TTOAITIKAG auTAG Ba yivel xprion Twv system calls Tou ulottoifoaTte aTnv
TTponyoUuuevn doknon. H kupidtepn ouvdaptnon tou Linux Scheduler kaBwg kal 10 onueio
€l0600ou  gival  n ouvapmon void  sched  schedule(void) OTO  QOpXEio
kernel/sched.c.

Ta BAuata TTou TTPETTEI va OKOAOUBNOETE €ival:

1. O scheduler gvTtoTiCel TIG digpyaciag TTou XpnolpoTtrolouv TNV TTONITIKA LTF eAéyxovTag
TToIEG aTTO AUTEG £X0UV opioel TTpoBeapia D kai xpdvo ekTéAeong E.

o O Olepyacieg auTEG €XOuv TTPOTEPAIOTNTA O€ OXEOoN ME TIG UTTOAOITTEG TTOU
TpéXouv oTOo ouoThua. Edv dev uttdpxel katroia “Trpovopiouxa” digpyacia o
scheduler dev xpeialetal va aAAGEEI CUUTTEPIPOPA Kal YI' AuTO XPNOCIUOTIOIEI TOV
TTPOKOBOPITUEVO OAYOPIBUO XPOVOTTPOYPAUMATICHOU.

2. TNa kaBe pia atrd “TrpovopIouxes” diepyaaieg, UTTOAOYICEl TTOOO XPOVO €XOUV EKTEAEOTEI
Noén oTov emmegepyaoTn.

3. TNa k&Be pia atrd TIg digpyaciag utroloyidel Tov atropévwy Xpoévo ekTéAeong R. H xpovikn
OoTIyuR auTh e€apTdral atmd Tov XpOvo TTou €xel eKTeAEaTEl ON N dlEpyaacia Kal Tov Xpovo
TToU €x€l {NTr o€l va EKTEAECTEI CUVOAIKG.

4. Ed&v n diepyacia éxel emepdoel TRV TTPOBECpia TNG, O XPOVOTTPOYPOUUATIOTAG TNV
TepMaTiCel. EQv k&tmoia digpyaaia €xel dOn OAOKANPWOEl TOV XPOVO EKTEAEGNG TTOU €ixe
{NTNOE1, 0 XPOVOTTPOYPOUUATIOTAG TNV TEPUATICEI.

5. TNa k&dBe pia ammd TIg diepyaciec utroAoyilel Tnv TiyR T. H digpyacia 1mou €xel Tnv
XapnASTepn TIA T emAEyETal ATTO TOV OAYOPIBUO VIO VA EKTEAEOTEI.

o XZ& QUTA TNV TTEPITITWON, O XPOVOTTPOYPOUUATIOTAG Ba diakowel Tnv diepyaaia
XOUNAGTEPNG TTPOTEPAIOTNTAG TTOU TPEXEl AON OTOV ETECEPYOOTH WATE VA
ekTEAEOTEI N Slepyaaia TTou eTTENEEE.

210V aAyopiBuo LTF, pia dicpyacia pe miuf T pikpoTepn atmd 1 €xel AiyodTepo XpOvo PEXPI TNV
TTPoBeopia atTd OTI XPOVO eKTEAEO TTOU TNG atTopével. AuTd onuaivel 0TI dev PTTOPEI va TTPOAGBEl
TNV TpoBeapia TNG. ZTa TTACICIa AuThG TNG AoKNONG, MTTOPEITE VA XEIPIOTEITE TETOIEG TTEPITITWOEIG
ME évav atro ToUug TTApaKATW TPOTTOUG:
1. O xpovoTtrpoypauuatioThg TepuaTtidel kateuBeiav Tnv diepyacdia yiati dgv uTTOpEl va
TTETUXEI TNV TTPOBETHIa TNG.
2. O XpovoTTpoyPAUMOTIOTAG ayVOEi TNV OUYKEKPIPEVN digpyacia Kal ETTIAEYEl KATTOIA GAAN N
OTTOIa PTTOPET Va £XEl peyaAuTepn TIWA T.
3. O XpovoTTpoypPaUMATIOTAG ETTIAEYEI KAVOVIKA TNV CUYKEKPIUEVN diEpyadia yvwpilovtag OTl
dev Ba TpoAdGRel TNV TTpoBeapia TNG Kal OTI UTTOPEI va KaBuoTePrOEl KATTOIO GAAN.



YAotroinon

210X0G TNG doknong eival UAOTTOINOETE ToV {NTOUPEVO OAYOPIBUO XPOVOTTPOYPAUMaTIoONoU. H
uAotroinon Tou Ba kdvete BpiokeTal oTNV KpPion gag kal Ogv UTTAPXElI MIA GWOTH UAoTToinan.
AkoAouBoUv KaTTolEG XPOIUES DOUEG KOl CUVAPTHOEIG TTOU UTTOPEI va oag BonBricouv.

File

Entity

Description

incl

ude/linux/sched.h

struct task_struct

Process descriptor. Each process is
represented as such a struct. It offers all the
information about one particular task (i.e.
process) such as pid, state, parent process,
children, opened files, etc.

struct rq

Runqueue. It is the main data structure in
process scheduling. It manages active
processes by holding the tasks that are in a
runnable state at any given moment of time.

struct sched_entity

CFS works with more general entities than
tasks. This struct contains attributes for
accounting run time of processes.

struct sched_class

The current Linux scheduler has been
designed with an extensible hierarchy of
modules in mind. These modules encapsulate
scheduling policy details. Scheduling classes
are implemented through the sched_class
structure, which contains hooks to the
functions that implement the policy.

kernel/sched.c

schedule(void)

Main function of the Linux scheduler.
Responsible for implementing the process
scheduling functionality.

void context_switch(...)

Performs the actual context switch operation
by switching from the old task_struct to the
new one.

pick_next task(...)

Selects task_struct of the next process that will
run on the processor. lterates over the list of
processes in the runnable state.

EmmAéov, pTTOpEiTE VO €EETAOETE TO APXEIO kernel/sched rt.c aAd Kal TO
kernel/sched fair.c Tou ulotroiodv To Real-Time Scheduling Class kai Tov Completely
Fair Scheduler avtioToixwg. O1 UAOTTOINCEIG TOUG UTTOPET va oag BonBricouv va KaTaAdBETE TTWG
Aeimoupyei o Linux scheduler aAAG kal TTwg yiveral To process management. TEAOG, 0To apxeio
include/linux/time.h UTTdpxouv didpopa structs yia pérpnon Xxpoévou Kabwg Kail dIdQopeg
OUVAPTACEIC VIO JETATPOTTEC METAEU JovAdwWY PETPNONG.




MaparnpRoeig

®povrtioTe oTnNV UAOTTOINCN CAg va unv yivovtal starve o1 UTTOAOITTEG DIEPyaaTieg TOU
OUCTAMOTOG. AUTO UTTOPEITE va TO ETTITUXETE €iTe BETOVTAG KATAAANAEG TTAPAUETPOUG
Méow Twv system calls cite evaAAdooovtag peTagl policies TTou emAéyovTal GTOV
scheduler.

MNa Tnv doknon auti Ba xpnoidotroijoete Tov Linux kernel 2.6.38.1 Mrtropeite va
xpnoigotroinoete 1o Elixir platform yia va mepinynBeite otov kwdika Tou Linux Kernel.

MNa va mdapete 10 task_struct tng Tpéxouoag diepyaciag TTou €ékave 1O system call
MTTOPEITE KOITAETE OTO OPXEIO arch/x86/include/asm/current.h

O Linux kernel atmmoBnkelel TIG avaAuTIKES TTANPOPOPIES VI OAES TIG TPEXOUTEG DIEPYATIES
o¢ Mia Aiota ammd task_struct objects. MNa va tmpootmeAdoete OAeg TIG dlepyaacieg Tou
ouaoTAPATOg 0T AioTA, UTTOPEITE VA XPNOIMOTIOINOETE TO macro for each process.

XpnoigotoinoTte TNV ouvapTtnon printk yia va eAéyéete TN owoTh Asitoupyia Tng
ulotroinong oag. lMNa va deite Ta PNVUPATA QUTA PTTOPEITE VA XPNOIKJOTTOINCETE TO dmesg
N va EKTEAEOETE TNV EVTOAN “cat /var/log/messages’.

Demo Programs

Mpétrel va @TIALETE KAl va TTAPAOWOETE TOUAAXIOTOV éva OOKIUACOTIKO TTPOYPANUA TO

oTroio Ba kdAvel xprion Twv system calls Tng Tponyouuevng doknong Kai Ba emOEIKVUEl TNV
OwaoTH UAoTToinGn TOou VEOU aAyOpIBuou XPovoTTpoypaupaTtiopou. EvOeikTIKG, avagépovTal
KATTOIEG TTEPITITWOEIC TTOU PTTOPEITE VO EAEYEETE.

1.

2.

3.

AnpioupynoTte éva atrAé TTPOypappa TO OTTOI0 KaAei TNV set proc info (améd v
TTponyoUHevn AOKNON) Kal opilel TIC TTAPAPETPOUS XPOVOTTPOYPAUMATIONOU. EAEYETE OTI
n uvAotroinon oag SlaxelpiCeTal CwWOTA TIG TTAPAUETPOUG QUTEG Kl PTTOPED va UTTOAOYiICEl
owaoTd TNV TIiuR T 61TWwg opidel o aAyopiBuog LTF.

Anpioupynote €va atmmAd TTPOYPAPMA TO OTIoi0 Opifelg TIC TTAPAMETPOUG TOU Kal
BeBaiwBeite 611 N dIK 0ag UAOTTOINON TOU aAYOPiBUOU KAAEiITal CWOTA OTaV EVTOTTICEl PIO
TéTola dIEpyaTia.

Anpioupynote TTOAATTAG processes TTou opifouv SIOPOPETIKEG TTAPAPETPOUG N KABE pia
Kal BeBaiwbeite 6T N UAoTTOINON 0OG BOUAEUEl CWOTA Kal ETTIAEYEI CWOTA TTola diEpyaaia
Ba ekTeAETTEl TTPWTA AVAAOYQA [E TNV TTPOTEPAISGTNTA TOUG.

o O diepyacieg oag TTPETTEI VA ATTAITOUV TNV XPRON Tou £TTEEEPYQOTR (Spinning) Kai
va unv Bpiokovtal o€ sleep state. Autd PTTOPEITE va TO TTETUXETE PE TNV XPrON
€vOG loop Kal apIBUNTIKWY TTPAEEWV.

OpioTe yia hia dIEPYOCia CUYKEKPIMEVO XPOVO EKTEAEONG KAl APAOTE TNV VA EKTEAECTEI yIa
TouAdyxioTov T600 Xpovo. EAEyETe 6T 61av n dlepyacia eKTEAEDTEI yia Tov XpPOVO TTou
¢\TNOE, O XPOVOTTPOYPANUATIOTAG TNV TEPUATICEL.


https://elixir.bootlin.com/linux/v2.6.38.1/source

5.

MNa kaBbe doKIPaoTIKG TTPOYPANUA TTOU Ba dnUIoUPYNOETE, XPNOIUOTTOINCETE T KATAAANAQ
prints Ta otroia Ba dgixvouv TIG TTAPAUETPOUG TTOU €XEl Opioel N KABE digpyacia KabBwg Kai
moTE Cekivdel va kavel spin. Ta prints autd Ba cag Bonbricouv va KoaTaAABETE €Av N
uAoTToinon oOg TTaipVel TIG CWOTEG ATTOPAOEIG.

Mapddoon

A@oU KAVETE TNV AOKNON Ba TTPETTEI va TTAPAOWOETE TA TTAPAKATW:

1.

2.

To kaivoupylo kernel image TTou TTpoékuwe atrd TN METAYAWTTION, dNAAdH TO apxEio
linux-2.6.38.1/arch/x86/boot/bzimage.

OAa 10 apxeia TTou XPEIAOTNKE va TPOTTOTTOINCETE ] va dNUIOUPYROETE OTOV source code
Tou Linux kernel yia va uhotroifjoete Ta system calls. Autd onuaivel 611 6a TTapadwoeTe
6ha 1O apxeia .c, .h, Makefile, KATT oTa omoia KAvaTte oOTTOIAOATIOTE aAAayi N
onuioupynoate eocic. NMpoooxr, NV TTapadWOETE ApXeEia TToU dev XPEIAOTNKE va T
TPOTTOTTOINCETE YIa TNV UAOTTOINGT oag (1T.X. 6A0 TO UTTOAOITTO source tree Tou kernel).
Tov kwdika atrd OAa Ta test TTpoypduuara TTou ypdwarte Kal TpEgate Héoa oTo guest
Linux OS yia va dokiuydoete Ta system calls TTou ulotroifoare. Etriong, o1 header files
xpnoiyotroinoate yia type kai function definitions aAAd kai 611 Mekefiles xpeidlovral yia
TNV HETAYAWTTION TWV TIPOYPOAMMATWY QuUTWV. Agv XpelddeTal va TTapadwoETe TA
executable apyeia.

‘Eva README file o1o otroio va 1eplypd@ete oUVOTITIKA (OAAG TTEPIEKTIKA KAl EEKABapA)
O0Aa Ta BrApaTa TToU akoAouBrjoaTe yia TNV TTPOCBAKN Kal UAOTTOINGN Twv VEwv system
calls. Emiong, mpétrel va oxoMidoeTte 11 TTapaTtnproarte atmmd Ta test mpoypduuarta TTou
TpECaTe. Av EXETE KAVEI KATI OIOQPOPETIKO 1 TTapatmdvw atrd 6ca avagépovral oTnv
EKQUWVNON NG Aoknong o€ OTTOI0dNTIOTE BANG UTTOPEITE €TTIONG VA TO AVOQEPETE OTO
README. Adéyw Tng TTOAUTTAOKOTNTAG TNG AOKNONG AUTHG, TTPOTEIVETAI VO AVOPEPETE OTO
README «kai o1m0Ie¢ TTPOCTTABEIEG UAOTTOINONG KAVATE OKOUA KI Qv aUTEG OEV OOG
odnynoav kdrmou f 6ev doUAsuav CwaoTd.

Mrtropeite va QTIGEETE Evav KaTdAoyo e Ta TpoTToTroinuéva apxeia Tou kernel (av B€AeTe
Ba cival kKaAd va KpaTtoeTe KAl TNV OOUN Twv apxeiwv Péoa oTov TTUprRva) Kabwg Kai
évav katdAoyo ue Ta test TpoypdupaTa kai header files atd 10 guest OS.

Mpoooxn:

1.

AEN xpeidletal va mapadwaete 1o disk image (hy345-linux.img) akoua kal av auTd £xel
TpotrotroinBei. Oviwg, To disk image ptropei va aAAdgel 600 xpnoidoTroigite To guest OS
OaAAG Bev xpeldleTal va TO TTAPAOWOETE.

AEN xpeialetal va TTapadwoeTe KATTOI0 apxeio pe oAdkANpo Tov source code Tou Linux
kernel. MNMpETTel va ONUEILOETE KAl VO TTAPOOWOETE JOVO TA APXEIQ TTOU TPOTTOTIOINCOTE
onuioupynaarte. To kernel image (bzlmage), Ta source kai header files kaBuwc¢ kai Ta test
TTpoypdupaTa TTou Ba TTapadwaoeTe Ba TTPETTEI va gival ApKETA WOTE N AOKNOK 00g va
pTTopEl va Tpé€el ue 10 apyikd disk image kai To QEMU €101 WWoTE va @aiveTal n owoTn
uAoTtroinon Tng doknong.



Resources

MTropeiTe va XpNOILOTIOINCETE TIG TTAPAKATW TTNYEG YIA VA KATAAGBETE KAAUTEPA TTWG DOUAEUEI O
Linux Scheduler kaBwg kai didpopa components Kal CUVAPTACEIG TOU.

[1] Completely Fair Scheduler

[2] Kernel Scheduler Documentation

[3] Columbia University - Linux Scheduler

[4] Linux Processes and Scheduling

[5] Linux Data Structures

[6] Process Management and Process Descriptor

[7] A study on Linux Kernel Scheduler version 2.6.32
[8] A complete guide to Linux process scheduling

[9] Kernel Scheduling Classes Documentation
[10] Completely Fair Scheduler Internals



https://en.wikipedia.org/wiki/Completely_Fair_Scheduler
https://www.kernel.org/doc/Documentation/scheduler/
https://www.cs.columbia.edu/~smb/classes/s06-4118/l13.pdf
https://tldp.org/LDP/tlk/kernel/processes.html
https://tldp.org/LDP/tlk/ds/ds.html
https://www.pearsonhighered.com/assets/samplechapter/0/6/7/2/0672327201.pdf
https://kernelnewbies.org/Linux_2_6_32
https://trepo.tuni.fi/bitstream/handle/10024/96864/GRADU-1428493916.pdf
https://git.kernel.org/pub/scm/linux/kernel/git/torvalds/linux.git/tree/Documentation/scheduler
https://developer.ibm.com/tutorials/l-completely-fair-scheduler/
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