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Eicaywyn

O nupAvag Tou AElToupylkoU CUOTANATOG Linux nePLEXEL Evav XPOVONPOYPAUUATIOTH
(Scheduler) o onoiog anogaoifel nola Ba €ival n endpevn dlepyacia n onoia Ba eKTEAEOTEI
otov enegepyaotr) Tou unoAloylot (CPU). O xpovonpoypoppaTioTAG Naipvel ano@daoelg
OUMQWVA HE TNV NOALTIKA XpovonpoypappaTiopou (Scheduling Policy) n onoia BonBagl otnv
anodOTIKN XProN ToU ENELEPYQOTH).

M NOALTIKF XPOVOMNPOYPAUHOTIOHOU dlepyaciwy €ivat n akdAoubn: kdBe diepyaoia
OnNAWveL 0TOV XPOovonpoypaupaTioTh nowo ival To deadline tng (MEXPL NOWd XPOVIKN OTiyur Ba
npENeL va €xXeL EKTEAEOTED) AAAG Kal NOCO XpOvo xpeldletal yia va ekteleotei (estimated
runtime). Na Tnv doknon autr, unoBéote 6Tl 1o deadline peTplETal 0 deuTEPOAENTA
(seconds), evw TO estimated runtime petpiEtal oe milliseconds. O xpovonpoypapUaTIioTAG
TPEXEL TNV dlepyaaia nou €xel To kpoTtepo (Current Time - D) / (Remaining execution time).
Av pia diepyaoia €xel (Current Time - D) <1, tote auth teppatidetal (killed).

2.€ KATTOIO XPOVIKNA OTIYMN, UTTAPXEI TTEPITITWON VA TTPETTEI VO EKTEAECTOUV TTOAAATTAEG
OlEPYATiEC. Z€ TETOIEG TTEPITITWOEIG O XPOVOTTPOYPAUMATIOTAG divel TTpoTEPAIOTATA avAAoya
ME Ta dUo auTd TTedia TNG KABe diepyaaiag. MeplocdTEPES TTANPOPOPIES YIa TO TTWG Ba
uttoAoyideTal n TTpoTepaIdTNTA KABE digpyaciag Ba agag doBolv oTnv €mopevn doknon (4n).

2¢ auThv Tnv doknon Ba TpéTTel va uhoTroifoete OUo Kaivoupyia system calls, Ta
oTToia Ba XPNGCIUOTIOINCETE KAl TNV €TTOPEVN GOKNOT Tou pabriuaTtog. Mo ouykekpiyéva, Ba
XpelaoTei va TpocBéoete atov TTupfva (kernel) Tou AcitoupyikoU ouaTruaTog Linux ta dUo
véa system calls: “set_proc_info” kalr “get_proc_info’. ‘Emeita 8a 1a OokiydoeTe,
XPNOIMOTTOIWVTAG ToV TTpocopoiwTr (emulator) QEMU, kdvovtag compile tov Linux kernel pe
TIG aANAYEG 0aG Kal TPEXOVTAG TO Linux pe Tov Kalvoupyio TTupriva. TEAOG, KAAEioTe va ypAweTe
Kal va TpéfeTe éva user-level demo mpdypauua Tou Ba XpnolyoTiolei Ta Kavoupyla system
calls. To TTpéypaupa autd Ba ekTeAeaTEl 0TO Linux A€IToupyiké cUOTnUA TTOU B0 POPTWCETE HE
Tov QEMU. Z16)0G TNG doknong gival va eE0IKeEIwBEiTE pe Tov source code Tou Linux kernel, pe
TOV TPOTTO TTOU OpidovTal Kal UAoTToloUvVTal Ta system calls oTo Linux, ge TNV METAYAWTTION TOU
kernel kal pe TN Xprion evog TTPOCOUOIWTH.



YAotroinon

KalAeiote va npooBeoeTe TNV NapakdTw AEITOUPYIKOTNTA OToV Linux kernel:

Méoa otov Linux kernel, kGBe diepyacia avanaplotdralr wg €va task struct.
AuTO TO struct nepiExel 6An tTnv anapaitnTn nNAnpogopia yia pa diepyacia (n.x.
process id, parent process, kAn). Z€ auto To struct npEnel va npooBeoeTe dUO vEQ
nedia:

int deadline /* 10 deadline tng diepyaaiag, oe seconds and Twpa */
int est_runtime /* 0 avapevopevog Xxpovog ekTéEAeoNG, o milliseconds®/

Ot Tpég Twv nediwv autwv Ba aAAafouv and To system call set _proc_info evw
Ba pnopolv va enoTpa@ouv otc €va nNpoypapua HECw Tou system call
get_proc_info.

set proc_info(int deadline, int est runtime)

To system call autd, aAAGCel TIC TEG Twy avTioTolwy nediwv oto task_struct Tng
OUYKEKPLUEVNG dlepyaaiag nou ekave To system call. MNpenel va eAEyXeTE OTL OL TIMEG
Twv OPLOPATWY Nou divovTal gival €yKUPeEG KABwG €niong Kat OTL To est_runtime
pnopei va eknAnpwOei péoa oto deadline. To system call npénel va enotpe@et 0 av
ol nAnpoyopieg TnG dlepyaciag €xouv anoBnkeuTel emMTuXwg, evw Ba enoTpEPEL
EINVAL OTnV NEPiNTwon oQAAUaTOG.

get proc_info(struct d params * params)

To system call autd enoTpEPEL HEOW TOU pointer params TIG TIEG NOU £XOUV OPLOTEL
OXETIKA Pe TNV dlepyaoia nou €kave To system call. H pvAun yia to struct auté Ba
deopeveTal and 1o user-level npoypappa nou k&dAeoe 1o system call kat 6xL ané tov
nuprva. O nupfvag anAd Ba aAAAZeL TIG TIHEG TOU struct CURWVA E TIG AVTIOTOLXEG
TIHEG nou Ba Bpiokel oto avtioTtolyo task_struct Tng diepyaciag kat Ba eNOTPEPEL TNV
nAnpogopia (by reference) oto user-level npdypappa. EAv n ektéAeon Tou system
call eival enttuxng, téte enoTpEPel TV T 0. Av To dplopa params givat NULL, To
system call npénel va enoTpEPeL TNV TR EINVAL.

2 NUEWOELG:

Ma tnv doknon auth Ba xpnotponoloete Tov Linux kernel 2.6.38.1

To EINVAL kaBwg kat GAAa error values BpiokovTal 0To apxeio:
linux-2.6.38.1/include/asm-generic/errno-base.h

To task _struct structure opiletal oTO
apxeio: linux-2.6.38.1/include/linux/sched.h

Na va ndpete 1o task_struct Tng TpExoucag diepyaciag nou €kave To system call
Hnopeite KOITAETE OTO apXEio:

arch/x86/include/asm/current.h

O Linux kernel anoBnkeUel TIG avaAUTIKEG NANPOPOPIES Yia OAEG TIG TPEXOUCEG
dlepyaoieg o€ pia Aiota ano task_struct objects. INa va npooneAdoeTe OAEG TIG
Olepyaoieg TOU CUCTAPATOG Nou BpiokovTal o€ auTh TNV AioTa, pnopeite va



XpnolonolioeTe To macro for_each_process.

e Y& KABe KAfon Twv set_proc_info, get proc_info
npENeL va Tunwvovtal o eninedo nupnva 1o évopacag, to A.M. cag kat  TO
ovopa Tou system call. Na va To NETUXETE AUTO, XPNOLLONOWAOTE TV
ouvdaptnon printk. Me Tov 810 TPOMNO UNOPEITE VO TUNWVETE
0,TtL GA\a pnvupata BéAete and tov kernel (n.X. évag anAdg Tponog va KAVETE
debugging to system call nou @TaxveTE). Mnopeite va deite Ta pnvopaTa autd
OTav €XETE QPOPTWOEL TO Linux pE TO OUYKEKPIUEVO kernel, TpExovTtag To dmesg N
EKTEAWVTAG TNV €VTOAA “cat /var/log/messages”.

e Oa npénel va opioete 1o struct d_params oe €va apyxeio nou Ba
onuoupynoete €ocig otov QAakeAo linux-2.6.38.1/include/linux . To struct autoé Ba
neplExel 2 nedia nou Ba anoBnkeUouv TIG NAPAPETPOUG HIOG dlEpYaaiag.

Demo programs:

Mpénel va QTIAEETE Kal va NAPAdWOETE TOUAGXIOTOV €va DOKILAOTIKO NPOYPAUUG TO
onoio Ba kdvel xpAon Twv system calls kat Ba emdelkvUel TN OWOTH Toug uAonoinon. lMNa
Napadelypa, To MPOYPAUUO OOG MMNOPEl apXIKA va KoAei To set proc_info,PETA TO
get proc_info, YylO vOa TUNWOEl OAEG TIG NOPOUETPOUG MOU OPLOE TO MPONYOUHEVO
system call. To npéypappa autd Ba npenel va KaAuntel dldpopeg NMIBAVEG KANOCEG TwV
system calls kat va napouaidlel OAeG TIG NIBAVEG NEPINTWOELG EKTEAEONG (N.X. OWOTH Kal
AavBaopévn OAAWON OPLORATWY).



ExktéAeon Linux oto QEMU

Ou emulators eival dwadedopevol yia noAAoug Adyoug. Mag enitpénouv va

EYKATAOTACOUME KAL VA TPEEOUHE €va AEITOUPYIKO oUOTNHO oav anloi Xproteg oe Evav
UNOAOYIOTA Nou €XEL KAMOLO GAAO AslToUpyLlkd oUOTNUA, XwpIiG va xpelaoTel va aAAdGEoupe
KATL0€ auTO. AUTOV TOV UNMOAOYIOTH UMOPEL va TOV XPNOONnoloUv GPKETOL XpROTEG, Kal KABE
€vag pnopel va TpEXeEL SLAPOPETIKO AElTOUpPYIKO cUuoTnUa pE €vav emulator Xwpig va
ennpeadovtal oL unolownol xpnoteg. Idwitepa otav B€Aoupe va SOKIMACOUUE KAMOLEG
aAAayEg otov kernel evég AsttoupyikoU cuoThpaTog, 6nwg Ba kAvoupe ae auThyv TNV AoKnon,
o emulator eival apkeTd XPNOWOG yia €vav akopa Aoyo. Av Adyw kdanolou
NPEOYPAUUATIOTIKOU AdBoug otov kernel To ouUoTnpa Katappeuoel (n.x. kernel panic)
pnopoUpe €UKOAQ Kal yprRyopa va EeKlvAooupe Eavda TO AEITOUPYIKO oUoTnua e Kanola
aAlayn (debugging) xwpic va ennpeaotel TO BACIKO AsITOUpYIKO OUCTHHA TOU UMOAOYLOTH)
(host operating system).

O QEMU undpyxel ndn eyKOTECTNUEVOG OTA HUNXAVHAUATA TOU THAKATOG (Man gemu yia
neploodtepeg NAnpowopicg). O QEMU emulator pnopei va dnpuoupyAoel Kat va dlapaoel
€vav €lKOVIKO dioko (virtual disk image) kal oe autév HNOPOULE VO EYKOTAOTACOUUE €va
onolodnnoTe AEITOUPYIKO auoTnua (n.x. and €va €ikovikd cd rom). Na Toug okonoug NG
AoKNongG €xoupe eykataothoel yua ocag éva anAd Linux OS (ttylinux distribution) yua
apxITeKTOVIKA 32-bit x86 (i386) oc €va virtual disk image nou Ba npéneL va XpnoyonoLoeTe
yla Tnv doknon oag.

Eocig 6a npénel apyikd va avtypdyete autd to disk image (63 MB) and tnv neploxn
Tou paBAupatog (Thy345/gemu-linux/hy345-linux.img) oe évav katdAoyo OTO /spare Tou
MNXAVAUOTOG Mou xpnowgonoleite (n.x. /spare/[username]), WOTE va PNV €XETE NPOBANUa
Xwpou (n.X. quota exceeded) pe Tnv NEPLOXA OAG.

$ cp ~hy345/gemu-linux/hy345-1linux.img /spare/[username]/

Mpoo<tTe va £xeTe Ta KATAAMNAG permissions oTov KOTAAOYO AQUTO WOTE VA EXETE
povo goeic npdoBaon:

$ chmod 700 /spare/[username]

To napandvw disk image €xel eykateotnuévo 1o Linux OS nou Ba XpnolonolnoeTe.
MepiExel To root filesystem (/) oto onoio undpyxouv Ta Bacikd nNpoypdppaTa Kot tools tou
ouothuaTtog. OndTE, XPNOLLONOWWVTAG TO image auTd HNopeite va JOKIWACETE VA EEKIVAOETE
auTo To Linux OS pe tov QEMU emulator, anAd pe Thv Napakatw €VTOAA:

$ gqemu-system-i386 -hda hy345-linux.img

H napdpetpog -hda hy345-1linux.img kavel Tov QEMU va xpnowonolei 1o
apxeio hy345-linux.img oav virtual disk image, To onoio 8a @aivetal oav to device /dev/hda
oto emulated OS (guest operating system). TpExovtag Tnv napandvw €vtoAr Ba deite va
Eekwvdel 1o Linux OS nou npooopolwvoupe. ‘Otav ocag ¢ntrosl va KAvete login
XPNOWonooTe To account pe username "user" katw password "csd-hy345". Eniong pnopeite
va KAavete login kal pe To account tou "roof" pe password "hy345". Na va Byeite and tov
QEMU kat va kAeioete To Guest OS xpnoonolfote Tnv evtoAr poweroff.



MetayAwrtTtion Tou Linux kernel

To endpevo BAua eival va aAAaEeTe Tov Linux kernel, va tov petayAwttioeTte (compile),
KalL va @TIAEETE €va Kawvoupylo kernel image pe To onoio Ba pnopeite va EekvAoeTe To guest
Linux OS pe tov QEMU, avTti ywa to original kernel image nou undpyel oto disk image nou
oag divoupe. ©a pnopolcate va GANAEETE KAl va peTayAwTtTioeTe Tov kernel péoa and to
guest OS. Na gukoAia 6pwg Ba douAéywete oto host OS, dnAadr| kateubeiav 0To pnxavhua
TOU THUNAMOTOG NOU XPNOLOMOLEITE yia TNV AoKNon. ApXIKa Ba xpelaoTteite Tov source code
Tou Linux kernel 2.6.38.1 yia va KAveTE TIG anattoUpeveG aAAAYEG Kal va TOV KAVETE compile.
Onéte, Ba npEnel va avtlypAyeTe Tov source code and Ttnv NEPLOX TOU HABAMOTOG OTOV
KaTAGAoyo nou Xpnaolgonoleital oto /spare/[username] Tou pPnNxavruaTtog.

$ cp ~hy345/gemu-linux/linux-2.6.38.1l-patched.tar.bz2 /spare/
[username]/

ApouU avTtiypdyeTe Kal kavete decompress Tov source code tou Linux kernel 2.6.38.1,
pnopeite va KAvete OTL AANAYEG analTOUVTAL YIa TAV UAonoinon Twv Kawvoupywy system
calls. 'Eneita undpxouv dUo anAd PBAUATO NOU MPENEL VO AKOAOUBACETE YO VO KAVETE
compile Tov aMaypévo kernel kal va @TIAEeTE €va kawvoupylo kernel image: configure kat
make. Yndpxouv dud@opol Tponot yia va kavel kanowog configure tov Linux kernel (n.x.
make menuconfig, make config, KTA). TEAKa To configuration Tou kernel ypdgeTtal oto apxeio
.config péoa otov KatdAoyo linux-2.6.38.1. Enedr) undpxouv nNOANEG €MAOYEG yla TO
configuration tou Linux kernel, oag divoupe gpeig €Tolo €va configuration nou eivat cupBatd
pe 1o Linux OS nou €xoupe eykataothoel ato disk image. @a avtiypdyete and Tnv nNeploxn
Tou poBnpatog Tto configuration file wote va To xpnowonoljoete ya tov kernel nou Ba
QTIGEETE.

To pévo nou npénel va aANd&ete oto .config apxeio €ivat n napduetpog
CONFIG_LOCALVERSION. Ekei npénel va npooB€0eTe Yo KATAANEN YA TO OVOpa (version)
Tou Kawvoupylou kernel nou Ba QTIGEETE, £TOL WOTE va €(0TE Olyoupol OTL XPNOLLONOLEITE TOV
01k oag kernel 6tav Ba Tov popTtwoete pe Tov QEMU (kat 6t tov original kernel). Eniong, av
enavaAdpeTe Tnv dladikaocia NePLOOSTEPEG POPEG, Ba UNOPEITE VA EEXWPICETE TA DLAPOPETIKA
revisions tou kernel nou €xete dokudoel, aAldlovtag To kernel version npv and Kabe
petayAwttion. Onéte oto CONFIG_LOCALVERSION Ba npénet va BAAETE TO username
oag, Kal av BEAETE Kal €va revision number. To version Tou kernel Ba pnopeite va 1o d¢eite
otav &ekwvael To OS, f agou €xeTe Kavel login pe Tnv eVTOAN:

$ uname -a

O gcc nou undpxel oTa PNXavARaTa TG oXoANG eivat ékdoong 10.2.1. 'Opwg pe autd
TO version, dev Ba KATAQEPOUHE va KAvoupe compile enttuxwg tov Linux kernel. T''auto,
€XOoUPE NpoaBEael €va gecc compiler naAaldTEPNG €KBOONG OTNV NEPLOXT TOU HABANATOG, TOV
onoio Ba np€neL va XPNOWONOIOETE 0 QUTH TNV aoknon. Ondte, npv kAvete compile tov
kernel Ba eKTEAEOETE TIG EVTOAEG:

$ export PATH="/home/misc/courses/hy345/gcc-4.9.2-standalone/bin/:
SPATH"

$ export
PATH="/home/misc/courses/hy345/gcc-4.9.2-standalone/libexec/gcc/
x86_64-unknown-linux-gnu/4.9.2/:$PATH"



'ETOol, AéTE 0TO OUOTNUA VO KOITAEEL OTO OUYKEKPIUEVO path yia va Bpel Tov compiler,
ENOEVWG Ba Bpel NPWTA TNV £KAOCN NOU £ivVAL EYKATECTNHEVN OTN NEPLOXT TOU HABAUATOG.
MNa va Bepawdeite éTL xpnowonoleite To owoTo gee (4.9.2), apkei va TpELeTe:
$ which gcec 11 $ gecc --version

TENoG, yua va yiver compile o kernel pe TIG SIKEG 0aG aANAYEG, Ba TPEEETE:
$ make ARCH=i386 bzImage

To kawvoupyto kernel image (bzlmage) nou Ba dnuoupynBei and tn peTayAwTTION, Ba
eival To apxeio linux2.6.38.1/arch/x86/boot/bzimage. Apou Tov kKawvoupylo kernel dev Ba

Tov Xpnolgonotjoete oto host OS, dev xpeldletal va KAVETE make install.

2uvonTkA Ta BARATA NoU NPENEL VA aKoAoUBNoeTE givat:

$ cp ~hy345/gqemu-linux/linux-2.6.38.1-patched.tar.bz2 /spare/[username]/
$ cd /spare/[username]

$ tar -jxvf linux-2.6.38.1-patched.tar.bz2

$ cd linux-2.6.38.1

# Edit kernel source code to implement the new system calls
$ cp ~hy345/gemu-linux/.config . # Mind the dot at the end!

# Edit .config, find CONFIG_LOCALVERSION="-hy345", and append to the kernel's
version name your username and a revision number

$ export PATH="/home/misc/courses/hy345/gcc-4.9.2-standalone/bin/:$PATH"
$ export
PATH="/home/misc/courses/hy345/gcc-4.9.2-standalone/libexec/gcc/x86_64-u
nknown-1linux-gnu/4.9.2/:$PATH"

$ make ARCH=1386 bzImage

PUOuion Trapapétpwyv QEMU

To endpevo Brpa €ival va xpnoyonowjosTe To kawvoupylo kernel image, to onoio
Bpioketar oto apxeio linux2.6.38.1/arch/x86/boot/bzimage ywa va &ekivjoete TO Linux
xpnowonowvtag to QEMU. Oa xpnowonowjosete Eava to virtual disk image nou ocag
dwoape, ala Ba dwoete eniong oto QEMU To kernel image nou Ba TpEgeL.

$ gemu-system-i386 -hda hy345-linux.img -append "root=/dev/hda"
-kernel linux-2.6.38.1/arch/x86/boot/bzImage

Me to -kernel 1linux-2.6.38.1/arch/x86/boot/bzImage TO0 QEMU 6a
Eekvnoel Pe To Kawvoupylo kernel image. Me 1o —append "root=/dev/hda" 10 QEMU 6a
Kavelr mount



70 root filesystem ano to /dev/hda, nou eival to disk image nou gopTwveTe dNWG Kal NpLv.
A@ou kavete login, pe TNV €VTOAr uname -a BAEneTe TNV €kd00N TOU kernel nou TPEXEL
To oUOTNUO.

Remote working

Av douleleTte remotely oe KANoOlO pNXAvnUa TOU THUAMOTOG, VIO va EEKIVIOETE TO
QEMU oto remote pnxavnua 8a npénel va ouvdebeite pe X11 forwarding and tov dikd oag
unoAoyloth. To X11 forwarding pnopei va evepyonotnBei 6tav cuvdeeoTe 0TO pPNXAavnua:

$ ssh [username]@[host].csd.uoc.gr -Y

AoKIAGoTE va TPEEETE TNV €VTOAN xterm kat Ba npénel va cag avoigel To éva
napdbupo xterm. E@doov Acttoupyei To xterm, pnopeite va xpnowonowjoete to QEMU.
EvoA\akTIKG, pnopeite anAd va Tpéxete 1o QEMU xwpig ypa@ikd nepBAAAoV (NOAU AlyOTEPO
lag) pe tTnv BPBAOBAKN hcurses:

$ gemu-system-i386 -hda hy345-linux.img —display curses

EvOMaKTIKG pnopeite va avtiypayete 1o kernel image (a@ou €xete aMAEEL Kal €XETE
kavel compile tov Linux kernel og kanowo pnxdvnua tou TUAUATOG) Kal To disk image, kal
enerta va tpegete To QEMU (a@oU TO €YKATOOTACETE) TONIKA OTOV UMNOAOYIOTH 0ag. Edv
Xpnowonoleite putty npénel va evepyonoljoste tnv enthoyn “Enable X11 forwarding” otnv
kapTéAa Connection Kat petd SSH.

MeTagopd apxeiwv amrd To Guest OS oto Host OS

Ma va petagepete apxeia anod to guest OS (nou tpéxete pe To QEMU) oto host OS
(mou kAvete TNV BaAciKr 0ag ulonoinon) Kal avTioTpoa, KMNOPEITE va XPNOONOIOETE TO
npoypappa scp. Méoa ané to guest OS pnopeite va npoonegAdoete 1o host OS pe tnv
(virtual) IP address 10.0.2.2. [N noapddelypd, ya va HETAPEPETE TO apxeio testl.c and to
guest OS oto host OS otnv neploxn oag oc évav katdhoyo hy345 pnopeite va ekTeAECETE
péoa and to QEMU (dnAadr and to Guest OS) tnv evtoAn:

$ scp testl.c [username]@10.0.2.2:~/hy345

To [username] €ival To username MNou €XETE OTA UNXAVAUATA TOU THARATOG. Oa
XPEWOTEL va dWOETE TO password nou €XETE OTA PNXAVAHOTA TOU TUAMATOG Yo va
OAOKANPwWOEL N avTypa@r pe To scp. AvtioTolwya, yua va avtypdayete and to host OS (n.x.
€va pUnxdvnua Tou TUAPATOG) To apxeio testl.c andé tov katdhoyo hy345 nou ival atnv
nepoxf oag oto Linux OS nou tpExel oto QEMU, Ba tpe€ete péoa andé to QEMU tnv
EVTOMA:

$ scp [username]@10.0.2.2:~/hy345/testl.c .



Mpoooxn otnv TeAeia petd to testl.c. Agv ival Tunoypa@iko Adoog.

MpooBnkn véou system call

MeVIKEG NANPOQOPIEG Y TA BARATA NOU MPENEL VO OKOAOUBNOETE Kal T apXEia nou
npénet va aAAGEETE ) va dNIOUPYHOETE yia va npooBEoeTe €va system call oto Linux kernel
2.6 ynopeite va Bpeite €dw. O NapakadTw 0dnNyog neplypdPel CUVONTIKA NwG ival dOUNUEVO
€va system call oto Linux kernel kat nwg pnopeite va npooBEoeTe €va véo. Yndpyxouv Tpia
Baowkd BAATA yia va UAOMOLACETE €va Kawvoupylo system call otov Linux kernel:

1. Na npooBéoete €va kawvoupyLlo system call number oTov nuUprva nou va avTIoTOLXEl
oto 8k oag system call.

2. NanpooBéoete €va entry oto system call table Tou kernel pe to system call number
Tou OkoU oag system call. Autd To entry Ba kaBopioel nowa cuvapTtnon Tou NUPAvA
Ba exteleotei 6Tav oupPei €va trap pe 1o 81K6 oag system call number (6tav dnAadn
kaheotel To system call and user level kat 0 €Aeyxog petafei otov kernel yua tnv
EKTEAEON TOU OUYKEKPIEVOU system call).

3. Tpenelva npooBeoeTe KwOIKa aTov kernel nou va uAonolel TNV AEITOUPYIKOTNTA NOU
Ba npooepel To system call. MNpénet eniong va npooBécete Ta KATAGAANAa header
files, yla va opioete KaivoUpyloug TUNOUG Kal structs nou xpnotuonolei To system call
yla va PeTa@EPEL NAnpogopia petagu kernel kal user space. AkOpa, Ba npénet va
avTlypd@eTe arguments kal anoteAéopata PeTacU kernel space kai user space
XPNOWWONowVvTag TIG aVvTIOTOIKEG GUVAPTAOELG Nou undpyouv otov kernel.

Mapdadeiypa:

'Eotw 611 B€Aoupe va npooBEcoupe €va system call pe dvopa dummy_sys 10 onoio
naipvel €va oplopa and to user-level npdypappa nou 1o KAAECE KAl OUYKEKPIUEVA Evav
akEpalo apBpd. To dummy_sys system call 6a Tunwvel anAd autdv Tov aplOpd nou d6ONKe
oav Oplopa kalt Ba enoTtpé@el To OMAAOI0 TOu OTO user-level npoypappa. Oa
OKOAOUBrooupE Ta NAPAKATW BAATA:

1. Avoiyoupe 1o apxeio linux-2.6.38.1/arch/x86/include/asm/unistd_32.h pe kdnowov
editor, Bpiokoupe ta system call numbers yia ta system calls nou undpyxouv ndN
otov kernel, kat petd to TEAeuTaio system call number (n.x. 340 otov d81k6 pag kernel)
NPOCBETOUUE Wia YPOAUUA HE TOV ENOUEVO apPLOUO.

#define _NR dummy sys 341

Eniong au€avoupe to NR_syscalls katd €va (n.x. and 341 og 342 otov OIKO Hag



kernel). 'Etol opicape tov apBud 341 yua 1o system call dummy_sys. Autdg o
apBpog Ba xpnoononBei petd and €va trap wote va Bpei o kernel oto system call
table Tnv KaTdAANAN cuvdptnon (system call function pointer) nou uhonolei To system
call.

Avoiyoupe To apxeio linux-2.6.38.1/arch/x86/kernel/syscall_table_32.S kat ekei
NPOCBETOUNE OTNV TEAEUTAIA YPAUWT] TO OVOua TNG cuvAPTNOoNG Nou UAOMOLEL TO
Kalvoupylo system call.

.long sys dummy sys /* 341 */

210 Tpito Brpa Ba opicoupe To system call dummy_sys. ¥To TEAOG TOU apxeiou
linux-2.6.38.1/include/asm-generic/syscalls.h npooB<toupe to function prototype
Tou system call.

asmlinkage long sys_ dummy sys(int arg0);

Av €xeTe va npooBEoeTe type definitions npénet va @TidEete kal €éva header file atov
@akeo linux- 2.6.38.1/include/linux/ To onoio Ba kavete include 6nou xpeladeTat.
Na To napddelypa auto KATL TETOLO dev €ival avayKaio.

‘Enetta, gtidxvoupe €va Kawvoupylo apxeio otov @dakelo linux-2.6.38.1/kernel/ To
onoio Ba neplExel TNV uAonoinon tou system call. Zto napddetypa auto 1o apxeio Ba
eival o linux-2.6.38.1/kernel/dummy_sys.c Kal Ba NEPLEXEL TOV KWOIKA:

#include <linux/kernel.h>

asmlinkage long sys dummy sys(int arg0) {
printk("Called dummy sys with argument: %d\n", arg0);
return ((long)arg0 * 2);

Av €xete arguments nou nepvave by reference and user space oc kernel space 8a
NPENEL VA TA AVTIYPAYETE APOU KOAEOETE TO access_ok(). H avtiypagn pnopei
va Yivel KOAWVTAG TNV ouvdptnon copy from user (). Avtiotoln dwadikaoia Ba
npénel va KAVETE yla va avTlypayete Ta OedOuUEvVa Niow OTO user space
XPNOWONOWVTAG TIG OUVAPTAOELG access_ok() Kalcopy to user().

TéNog, Ba npénel va aAAdgete 1o apyxeio linux2.6.38.1/kernel/Makefile ywa va
oupnepAdBeL Kal va kavel compile To Kavoupylo source code apxeio NpooBEToOVTAG
MO YPOULE 0TO KATAAANAO onpeio:

obj-y += dummy sys.o




Mapatnpiosig:

e EivalL onuavtikoé va deite nwg £xouv ulonownBei kanowa napdpola system calls nou
unapyouv nén otov Linux kernel (n.x. gettimeofday, times, getpid)

e Mnopeite va pdbeTe kaL va akoAouBroete To coding style Tou Linux Kernel katd tnv
uAonoinon Ttwv system calls: https://www.kernel.org/doc/Documentation/process/
coding-style.rst

e To Elixir Cross Reference 8a oag BonBrnoet va nepinynBeite otov source code Tou
Linux kernel. H avalfitnon tou (Search ldentifier) niBavwg va oag @avei xpriowyn ya
Va EVTONIOETE CUVAPTHOELG Kal DOUEC oTa dldpopa apxeia Tou source code. [NpocEgTe
va €XETE ENNEEEL TNV OWOTH €kdOON Tou Kernel nou Xpnowonooupe oTnv AoKNoT).
https://elixir.bootlin.com/

e [ava Tpononotoste apxeia peoa and to Guest OS pnopeite va XpnoWWONoIoETe
Tov editor Vi, o onoiog Asttoupyel napdéupowa pe tov editor Vim. MNepioodtepeg
nAnpoopieg yia Tnv XpHon Tou vi pnopeite va PBpeite oto: hitp://linuxfocus.org/
~guido/vi/viref.html

Aokipn system calls

270 TeAeuTaio BAMA NG doknong Ba npenel va JOKIHACETE TA KaAwvoupyla system
calls. Agou €xete Kavel compile pe enttuyia tov kernel pe ta system calls nou @TIGEATE, KAl
€xete Eekwvioel Tov QEMU pe tov kawvoupylo Linux kernel, Ba npénel va ypayete Kanow
OOKIHOOTIKA npoypdppaTa MNOU va Xpnowdonowouv Ta set proc_info Kat
get proc_info oto guest Linux OS.

Mnv Eexvate 6TL oL dNAwoeLg Twv system calls nou Ba kKAveTe BpiokovTal oTov NUpARva
kal dev eival opateég oe user-level npoypdupata. ZuvAbwg, €va system call kaAeital pEow
Kanowag ouvdpTtnong nou TpExel oe user level kat undpxel ulonownuEvn o€ KAMo
BPA0OAKN (n.x. libc). ZTnv ouvéxewa, autrp n user-level ouv@ptnon KoAei To macro
syscall() Me TO owaTtd system call number Tou, yia va peTaBIBAGOEL TOV EAEYXO OTOV
nupriva (trap). Ekel Ba tp€gel o Kwdkag tou system call. Av dev €xel uhonownBei auth n
ouvdptnon o€ kanouwa user-level library (6nwg otnv 8k oag nepintwon), €va NPoypappa
pnopei va kaAeoel To system call nou BEAEL XpNOONOWVTAG TO macro syscall() OAAG
Kal Tov apBpo tou system call nou BEAeL va KaAéoel. Na napddetypa, TO NAPOKATW KOMUATL
KwdIKa KaAei To system call pe apiBud 341 kat Ttou divel oav 6plopa TNV TN 42.

#include <stdio.h>
#include <unistd.h>
#include <errno.h>

#define _NR dummy sys 341




int main(void) {
printf("Trap to kernel level\n");
syscall( NR dummy sys, 42);
printf(™Back to user level\n");
return 0;

Ma tnv doknon autr npéneL va @gpovTioete ta system calls va poiddouv pe function
calls. Mnopeite va ToO KATAQEPETE AUTO €ite dnAWVOVTAG macros eite QTIAXvovTag Ta
katdAANAa wrapper functions ta onoia 8a d€xovtal Ta idla opiopata pe Ta system calls. Na
napadeLyua:

#define _NR dummy sys 341

/* Use either a macro */
#define dummy sys(argl) syscall(_NR dummy sys, argl)

/* Or a wrapper function */
long dummy sys(int argl) {
return syscall(_NR dummy sys, argl);

}

'ETol, 01O OOKIHAOTIKO 0ag NPOYPaUUa Ba Unopeite anAd va ypAYeTe
dummy sys(42) kaiva KAnNBei To owoTo system call pe Ta owotd arguments.

2nueiwon:

Av €xete header files pe oplopoUg yia véoug TUNOUG Kal structs, npénet va yivouv KL autd
include ota demo npoypdppata nou Ba ypayete. Na va yivel auté Ba npEnel va Ta
petagepeTe oto Guest OS kal iowg xpelaotei va dwoeTe To path pe ta header files autd kata
™ OIdPKEId TNG METAYAWTTIONG. ZUYKEKPIUEVA, Ba Xpelaotel va oploeTe TO struct
d params WOTE va €ival opato oe user level. [Na Tov AOyo auTo, HNOPEITE va NPooBECETE
TOov Oplopo yia To struct auto padi ge Ta macros ) wrapper functions twv system calls. ‘'OAol
ol oplopoi autol pnopouv va TonoBetnBouv oTo apxeio /usr/include/unistd.h nou undpxel oto
Guest OS kat to onoio Ba kavete include oe 6Aa 0ag TA OOKILACTIKA NPOYPAUHATA.



Mapdadoon

A@ou kdveTe Tnv doknon Ba npéneL va napadwoeTe TA NAPOKATW:

1.

To kawoupyto kernel image nou npoékuye and Trn HETAYAWTTLON, dNAAdK To apxeio
linux-2.6.38.1/arch/x86/boot/bzimage.

'OAa Ta apyeia nou XpeldoTnKE va TPOMOMOINCETE i} va ONUIOUPYIOETE GTOV source
code tou Linux kernel ywa va uhonowjoste ta system calls. Autd onuaivel 61t 8a
napadwoete 6Aa Ta apxeia .c, .h, Makefile, kA\n ota onoia k&vate onoadANOTE
oMayA f dnuoupyRoate €oeic. MNMpoooxrh, pNv NOpPadwoeTe apxeia nou Oev
XPEWOTNKE va TA TPOMOMOWACETE yia TNV ulonoinof oag (n.x. 6Ao to undiolno
source tree Tou kernel).

Tov Kwdka anod 6Aa Ta test npoypdupaTa Nou YpAWaTe Kal TPELATE HECA OTO guest
Linux OS yia va dokipdoete ta system calls nou uhonowjoate. Eniong, ét1 header
files yxpnowonoioate ywa type kat function definitions aAAG kat 611 Mekefile
XpewaZovtal yia TNV HETAYAWTTION TWV NPOYPOUUATWY autwy. Agv Xpeldletal va
napadwoeTe Ta executable apxeia.

‘Eva README file oto onoio va nepypd@ete ouvontikd (aAAG nEPLEKTIKA Kal
Eekabapa) 6Aa Ta Brpata nou akoAouBAoaTE yia Tnv NPoaBnKn Kat uhonoinon Twv
vewv system calls. Eniong, np€neL va oXoAMAoeTe TL napatnprnoate and ta test
NPEOYPAHUUATA NOU TPEEATE. AV €XETE KAVEL KATL OLOQOPETIKO | napandvw and oca
QVAQEPOUHE OTNV EKQWVNON TNG AoKNoNG o€ onolodrnote PANa unopeite eniong va
To avagepete oto README.

Mnopeite va QTIAEETE €vav GAKEAO PE Ta TpononolnuEva source code apxeia tou
kernel (av B€AeTe Ba gival KAAG va KPATAOETE THV BOURA KATAAOYWY NoU UndpxeL oToV
linux kernel), évav @dakeAo pe ta test npoypdupata kat header files and to guest OS,
KOl TEAOG VO TOUG HETAPEPETE O€ £va @akeAo pali To bzimage kat to README file yua
va NapadwaoeTe TNV GOKNON HE TOV YVWOTO TPOMO.

Mpoooxn:

1.

AEN xpeldletal va napadwoete 1o disk image (hy345-linux.img) akopa kat av auto
€xelL Tpononondei, Ovtwg, To disk image pnopei va aAAGEEL 0G0 XpnolonoLEiTE TO
guest OS aAAG dev xpelaleTal va To NAPAdWOETE.

AEN xpedletal va napadwoeTe KAMOO apXeio e OAOKANPO TOV source code Tou
Linux kernel. lMNMpénel va OnUEWOETE Kal va napadwoeTe HOVO Ta apxeia nou
Tpononowjoate ) dnuoupyroate. To kernel image (bzlmage), Ta source kat header
files kaBwg kal Ta test npoypdppata nou Ba NapadwoeTe Ba NPENEL va €ival ApKETA
woTe N doknaor oag va pnopei va TpELeL e To apxko disk image kat to QEMU €tot
WwOoTE va @aiveTal N owoTr uAonoinon tng Aoknong.



Maparnpnoeig

1. H aoknon eivat atopikr]. Tuxov avTiypa@Eég pnopouyv va avixveuBoUv eUKOAG anod
KATAAANAO AOYIOUIKO Kal Ba pundevioTouv. ZupnepMABETE TO OVOUA 0AG KAl TO
Aoyaplaouod oag (account) og 6Aa Ta apxeia.

2. H xpnrion kwdka o onoiog £xel napaxbei and Al anayopeueTal pnTa.

3. payte €va apxeio README, to noAu 30 ypappwy, Le enegnyhHoelg yia Tov Tpono
uAonoinong twv system calls.

4. Koataokeudote éva apxeio Makefile, £€Tol wote nAnkTpoAoywvtag make all va yivetaln
pHeTayAwTTion (compilation) Twv npoypappdTwy Nou Xpnowuonolouv ta system calls
Kal va napdyovtal Ta eKTeAEoua apxeia. Eniong nAnktpoAoywvtag make clean va
kaBapifovtal OAa T NEPLTTA ApPXEia, KAl va AnopEvouv HOvVo Ta apxeia nou
xpewadovTal yla Tn HETAayAWTTLON.

5. TonoBetnote og €va zip @akeAo OAa Ta apxeia npog napddoon ywa Tty Goknon 3.
MapadwoTe 1O zip apxeio péow E-Learn.

6. Z&€NOAAEG NEPUITWOELG TA OVOATA TWV ApXEiwV gival evdelKTIKA. Mnopeite va
XPNOWWONOIACETE ONOLA OVOUATA 00G BoAsUOUV.
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